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We describe an updated predictive engineering model for the interplanetary flrrence  of protons with
energies >1, >4, >10, >30, and XW MeV. This has been the first opportunity to derive a model from a data
set that has been collec{ed  in space over a long enough period of time to produce a valid sample of solar
proton events. lle model provides a quantitative basis for estimating the exposures to solar protons of
spacecraft during missions of varying lerrgti and of surfaces and atmospheres of solar system objects. It is
derived from the set of data collected by the IMP and 000 spacecraft between 1963 and 1991, ‘he  >10 and
>30 MeV data sets cover the period from 1963 to day 126 of 1991. Tire >1, >4, and >60 MeV data sets were
collected between 1973 and 1991. Both data seLs  contain several major proton events (>1 O-MeV  fluences
exceeding 3 or 4 x ld protons/cm2)  comparable to the 1972 event. Tire method of statistical analysis used in
producing the model of the proton environment is the same as that used for earlier models. For the c~ws of
the >10 and >30 MeV particles, the fluences  are somewhat lower than in our earlier model (JPL 85). No >1,
>4, and >60 MeV proton fluence models have been published in the literature previously. We present our
results in a convenient graphical form which may be used to calculate the 1 AU fluence expecled  at a given
confidence level as a function of the length of the exposure. A method of extending this estimate to other
heliocentric distances is described.

IN-S-RODUCIION

This study was carried out to increase the accuracy and energy
range of predictive models of interplanetary proton flucnccs.
Such an estimate is often nccdcd when spacecraft spend a
significant amount of time in the interplanetary environment.
The model dcscribcd  here provides a quantitative basis for
estimating the exposures of spacecraft during missions of
varying length and of surfaces and atmospheres of solar system
objects to solar protons, Coupled with longer-term rnodcls of
solar activity, it will bc of help in considering the effects of
solaf  protons on solar system objects over longer time scales.
lhc interplanetary proton flucncc  below about 100 McV is
dominated by solar protons, Total fluencc during an exposure
is due to the combined effect of the discrete solar events that
produce high-energy protons during that exposure. The
distribution of sizes of the proton events is such that the total
ftucocc  prcdictcd  for a spacecraft mission will bc due, in the
main, to a small number of very high flucnce events [King,
1974; Fcyntnan  e? al., 1990a, b] if any such events take place.
It is thcrcforc very important to correctly estimate the
probability of occttrrcncc  of large events. These major events
are quite rare, and many years may pass bctwccn major events.
As a result, data must be collcctcd  for dccadcs before a valid
sample  of possible proton cvcrrts can be dctectcd.  The ncw
model dcscribcd here is the first model that has been able to usc
a data set collected by a single set of experiments over such a
long period of time that the population of major events is
probably WCI1 sanrplcd.

The model presented here is intended to rcplacc  our earlier
tnodcl (JI’L 1985) that used proton data collected up until 1985
[Fryrnlan ef al., 1990a]. This earlier model is now in the
National Space Science Data Center (NSSDC)  data base and is



currently in widespread USC. Ilat model was a revision of the
earlier King [1974] model, which used data from only one solar
Cycle.

The occrrrrcncc frequency of the major events that dominate
the total fluencc  do not appear to be randomly distributed in
time. Instead, they appear to be much more common in some
solar cycles  than in others. In particular, in the 25 years
trctwccn 1963 and 1988 there was only onc major event
(1972). Incontrast, 30r4major  Pvcntsoccrrrred  inthc short
time period from 1957 to 1963, and 4 or 5 major events have
occurred during last the few years (1989 to 1991). It is
therefore essential that the data set used is collcctcd  over
several solar cycles so that it contains a good statistical
sample of the major events. At the time the JPI. 1985 model
was constructed, only one major proton event had taken place
since 1963 when data collection in space had become routine.
In the JI’I. 1985 model this problem was dealt with by using
data that had been collcctcd  before 1963. Although those data
were of surprisingly good quality (see FcyrrmrJn cl al.  [1990b]
for a discussion), they were collcctcd  and analyzed with
different techniques from the post-1963 data. For that reason
the data set used in the JPL 85 model did not form a uniform data
set. llc occurrence of major proton events in the last 2 or 3
years gives us the opportunity to correct that weakness in the
JPI. 1985 mode]. At the same time wc arc now able to extend
the model energy range.

DATA BASE

From 1963 to the present, instrumc.rrts have been observing
proton fluxes in space using a s~~cs  of closely related
instruments on the IMP 1, 2, and 3, #OGO 1 and lhfP  5, 6, 7, k“
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and 8 series of spacecraft. Armstrong et rd. [1983] collcctcd
the data available at that time and edited it for valid solar
particle responses. The data set used in this study is an
extension of that data set and consists of a nearly time
continuous record of daily average fluxes above the energy
thresholds of 1, 4, 10, 30, and 60 hfcV. The time periods used
cover from day 331 of 1963 through day 126 of 1991 for the
>10, >30 and >60 Mcv data. The >1 and >4 Mcv data begin on
day 270 of 1972 and hcncc do not include the famous August
1972 cvcut. These lower-energy data sets also end on day 126
of 1991.

Individual proton events are associated with individual
coronal mass ejections [Kah/er,  1987]. IIowevcr,  it is WCII
known that strong coronal mass cjcclions  (CMf3)  and major
proton events typically occur in series associated with single
active ccntcrs  as the ccntcr  is carried across the face of the Sun
by tbc solar rotation [kfali/son  and  Wcbbcr,  1962]. If, in a
moclc] clcsigncd to cstirnatc  the cxpcctcd  proton flucncc  for
cnginccring  purposes, each individual CM13-proton event is
assumed to be independent in time from every other CME-
proton event the statistical properties of the distribution of
high-flucnce  events will be different from the actually
occurring distribution. TO take account of this problcm,  the
proton events considered in our models are dctincd  as the total
flrrcncc occurring over series of days during which the proton
flucncc cxcccdcd a sclcctcd threshold. The thrcshokl is sclcctcd
scparalcly  for each energy range and is listed in Taldc 1. This



proccclurc is the same as that used in our earlier models
[Feyrunan  et al., 1990a, b].

Using the event ftrrenccs dctcrmincd  in this way, wc studied
the distribution of sizes of the event integrated flucnces in our
data set. In our earlier studies [Fcyrunun  ef al., 1990a, b] wc
showed that the sunspot cycle was divided into two periods: a
high-flucncc,  active Sun period of 7 years and a low-fluencc
quiet Sun period of 4 years. The active period began 2 years
before tbe year of solar maximum and included the fourth year
after solar maximum. Our approach differed from that of earlier
workers in that wc used years defined relative to solar maximum
dctcrmincd to 0.1 years, ‘I’his definition resulted in a much
clcarcr  bimodal solar cycle variation than that found in earlier
studies. Figure 1 shows an update of those results, and Figures
2a and 2b present a more detailed characterization of the
bimodal nature of solar cycle variation.

Since the bimodal  character of the results continues, it is
useful to consider the statistical properties of the events
occurring during the active period separately from those
occul~ing during the quiet periods. Because the quiet periods arc
so quiet, wc can assume that no significant proton flucncc
exists during those periods and that the only model nccdcd is
that for the active periods. In this study wc usc data collcctcd
during the 7 active years of the cycles only. Sunspot maximum
for the current cycle occurred at 1989.9 rather than at 1990.9 as
would bc cxpcctcd based on an 11-year cycle. Por studies of the
effects of solar protons on astronomical bodies, the flucncc for
1 l-year solar cycles should bc taken as equal to the flucncc for
7 active years.

.—.,

STATISTICAL CONSIDERATIONS

In Figures 3a through 3C wc compare the distribution of event
integrated flucnces  to lognormal  distributions. The events
have been ordered according to the log of the flucncc  and
plotted versus the pcrccnt  of observed events that have a
magnitude less than the given event. To bc more exact,
fltrcnccs were plotted against (i* 100)/(n+l  ), where i is the rank
of the events used in the data set and n is the number of events
in the data set. The horizontal axis of the plot is scaled, so that
a data set that is distributed Iognormally  will appear as a
straight line. Now the real distribution of the data is not
lognormal since in the real data there arc always more events
the smaller the size of the event [Feyruuan, 1990a], whereas for
a lognormal distribution there is a mean event size and the
number of events decreases for events both smaller and Iargcr
than that mean. For this reason (and other ICSS  important
reasons [SCC Yucker,  1972; Feyrunan  el al., 1990a, b]) t h e
distributions cannot bc cxpcctcd to bc fit by a straight line for
flucnccs  ICSS than the average of the data set, }Iowcvcr, the
estimate of the total fltrcncc accumulated during a mission is
dominated by the estimate of the probability of occurrence for
large events and will not bc changed duc to the undcrcstimatc
of the probability of occurrence of the small events. The
important question is the estimate of occurrence of the largest
events. In earlier studies and in this study wc studied the effect
of using other fitting functions such as type H and type III
cxtrcmc  value functions (SCC  King [1981] for a discussion of
cxtrcmc value functions) and kappa functions but the fits to the



data were not improved. A polynomial was also fit to the data,
and the possibility of using that function was investigated.
IIowcvcr,  for a polynomial fit there is always a largest cverrt
predicted for the function (i.e., an event flrrence for which the
probability of excccding  that flucnce is zero). Ilis is probably
not true for the real distribution. IIowever,  rnorc important for
a predictive model is the fact that the size of that maximum
event depended strongly on the order of the polynomial used
and the cxpcctcd flucncc for a mission dcpcndcd strongly on the
size of that maximum event. Under these circumstances it
seemed best to continue to usc the traditional method of fitting
the data with a logrrormal fit which is chosen to fit the high end
of the flucncc  data. There remains a certain amount of
individual judgcmcnt  in choosing that fitted curve. We have
chosen fits which appeared to bc reasonably conservative. The
data and the fits arc given in Figures 3a through 3c. The
parameters of the fits have no physical rncaning as can easily
be sccrr by noting that the mean of the distribution will change
if a lower cutoff is chosen for the plot. (This of course would
not bc true if the data were really distributed in a lognormal
fashion.) If a different lower cutoff is chosen, the flucnce
prcdictcd  for a mission would not change, of course, bccausc
the rncan, standard deviation, and number of events pcr year
would also all change. lIc changes in the mean, standard
distribution, and number of events per year would bc such that
the total flucnce  estimates would remain unchanged. l’hc
parameters of the tits actually used arc given in Table 2.

lhc pararnctcrs  describing the fits in Figures 3a through 3e
were used in a Monte Carlo simulation as dcscribcd by Feyrrnian
e( al. [1990a]. The details of that calculation arc dcscribcd in
Appendix A for completeness. A list of the flucnccs for the 10
largest events in each energy range is given in Tables 3n
through 3c.

RESULTS m> USE OF mm. MODEL

The purpose of tlrc simulation dcscribcd here is to gcncratc  a
curve giving the probability of cxccedirrg  a given fluence
during a mission or exposure of a sclcctcd duration. lIc results
for a selection of mission lengths arc shown in Figures 4 a
through 4e. These figures give the probability of cxcccding  a
given flucnce  during the life of the mission assuming a
constant heliocentric distance of 1 AU. Five mission lcrrgths
arc shown in each figure. In calculating mission length (or,
more generally, exposure time) only the time the spacecraft or
solar systcm body spends in interplanetary space during the
solar cycle active years should bc included.

To use Figures 4a through 4e to estimate mission flucnccs,
find the line that corresponds to the dcsirccl mission lcrrgth.
For exposure duration large cornparcd  to a solar cycle, the
flucncc in a sing]c 11-year cycle should bc assumed to bc equal
to “7-year” flucncc.  I.ocatc  the “confidcncc”  lCVC1 required,
recalling that a corrfidcrrce ICVC1  of say 95710 means that only
570 of missions identical to the onc considered will have
flucnccs  larger than that determined for the 9570 confidence
lCVC1  (i.e., probability + confidence ICVC1 = 100%). I’hcn the
abscissa gives the flrrcnce that will not bc cxcccdcd  with the
sclcctcd confidence lCVC1.
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In Table 4 we give our new fluences for two czmfidcnce lCVCIS
for a 2-year mission, and when appropriate, wc compare thcm
with the values derived from the JPL 85 model.

A comparison of the JPL 85 results with the JPL 91 results
shows that the new model predicts a somewhat milclcr
environment at >10 and >30 MeV but that the flucncc  is
dcclinirrg less steeply with energy threshold. We believe that
this model, based as it is on a 28-year-long uniform data set, is
more reliable than our earlier model.

10 find the flucnce for a mission in which the vchiclc or solar
systcm body does not remain at 1 AU, the flucncc  at 1 AU
should bc multiplied by a factor which depends on the actual
trajectory, i.e., the integration of the radial dcpcndcnce  of the
flucncc  over the trajectory. In the work by Feynntan  et al.

[1990], we suggested using the radial dependence rccomrnendcd
by the working group on solar particle events of a workshop
on lntcrplanctary  Charged Particle Environment held at the Jet
Propulsion Laboratory, Pasadena, California, in March 1987
[Feynman  ef al., 1 9 8 8 ] . For spacecraft missions they
rccommcndcd  using an inverse cube dcpcndcnce  for R < 1 AU
and an inverse square dcpendcncc for R > 1 AU. These radial
dcpcndcncics  arc worst case choices but were the best estimates
that could be made using the data then available. No further
work on this prob]cm has been reported in the literature, and so
these recommendations must remain in place. IIcrc,  for solar
systcm bodies, wc suggest using an inverse square dcpcndcnce
for both r >1 AU and r < 1 AU bccausc  a “most probable”
estimate is required for this problcm rather than a “worst case”
estimate.

Note that in the models discussed here the fluencc  is a steep
function of the confidence level. In some applications a small
lowering of the corrfidcncc level rcquircmcnt  may bc acceptable
and result in a large enough dccreasc  in estimated flucncc  to
eliminate an otherwise important problcm. For long-term
solar systcm body exposure estimates, the total ftucncc will bc
given by

~F@)@)  dP

where  F(p) is flucncc  for a single solar  cycle at a given
probability level and ~(p) is the probability distribution
function.

~AILY ~lJENCES

For some spacecraft cnginccring  applications the important
parameter is the daily average flux rather than the mission
integrated flucncc.  The dishibution  of daily flucncc  has been
gcncratcd for each of the energy ranges separately and is shown
in Figures 5a through 5c, Each of the distributions has been fit
with a straight line that passes through the data in the 80
pcrccntilc range. IIowcvcr,  as the energy incrcascs  an
unmistakab]c  deficit of large flucncc days develops. l?rc  cause
of this effect is not known. It may bc a real effect in the
phenomena or an effect of averaging over a clock day rather
than over worst case 24-hour data. Wc fitted the highest
flucncc  data with a separate straight line to demonstrate this
effect. A rough estimate of tbc mrmbcr of days during which the
flucncc  can bc cxpcctcd  to cxcecd a given value can bc made
from the graphs and the number of events in each graph (Tab]c



2) and the number of years during which the data were collected
(Table 2). The ten highest flucnce  days for all energy ranges

/ --~;, /,1’( -, ~,{ ~are given in Tables 5a through 5e.
j’ 1,/,  :,:, ,:5” (--{ ~ :: (.,,

C ONCLUSIONS

Wenow have proton flucncc  data from morcthanthrec solar
cycles. Thcsedata have bccnuscd  todc.rive  three intcrphrrctary
fluence  models [King,  1974; Feynntan  et al., 1990a; and the
present paper]. lle>10and>30McV  flucnces predicted by
these modc]s  differ by factors of approximately 2, This
stability in the models reflects the stability in the distribution
derived from the data sets each of which used data confined to a
lirnitcd  period of time. The current model uses tbe most
uniform and extensive data set and is considerably more
reliable than the earlier models. In addition, it extends tbc
encrgyrangc so that thcprescnt range is from>l to >60 McV.
Werccommend this model for use by engineers dealing with
design problems involving single-event effects, total dose and
doscratccffccts, and solar panel degradation. Thcmodclrnay
also be used to estimate exposures of surfaces and atmospheres
of solar systcm objects to solar protons.

APPFJWX A: STATKHCAI, ANALYSIS

OF SOLAR EVENT  DATA

The cumulative probability distribution of the high flucnce
portion of the data can bc fit quite well with a lognormal
distribution (i,e.,  a straight line in Figures 3 and 5). Lctfp be
the proton fluencc  assosciatcd  with a particular event: fp can
bc written as~p = 1~. If~P is clistritwtcd lognormally,  then F is
distribute.d normally, and its density function is commonly
expresses as

—  C x p  [-(F’-y)2/2cr2]

‘i”=&

(Al)

where s is the standard deviation of the log distribution and m
is the mean log fluence.  The values of these parameters arc
obtained from the straight line fit to the data, lhc probability
that, during a mission of length t, the total misison  fluence
wil 1 cxcccd fp is

.
P(>F,~)  = ~p(n,wr)  Q(F,n) (A2)

n= 1

where p(n,w~)  is the probability of n event(s) occurirng  during
a mission of length r if an average of w events occurred per year
during the observation period. This probability is assumed to
follow a Poisson distribution given by

(A3)

Q(F,n) is the probability tht the sum of all flucnces  due to n
events well cxcccd  10F. Q(F,l) is the probability that the
flucnce  given by that onc event which occurred is greater than
or equal to 1@. Q(F,2)  is the probability that the two events
occurring had the sum of their flucnccs greater than or equal to
10! Q(F,3)C1C...



The vahscs of the Q(F,rr)  were derived by simulation using a
Monte Carlo method. The Monte Carlo program utilized two
subroutines [see Press, 1986]. One is a random number
generator, which provides numbers with a uniform distribution
on the interval [0,1]. Tbc other applies the Box-Muller  method
of inverse transformation to obtain a Gaussian distribution of
random nurnbcrs.

The distribution of random numbers is assumed to bc the
inverse of a cumulative probability distribution given by

F1

P(F) = j
—  cxp(-(F-p)2/202)  sfF

r

(A4)
-w 2rra

which can be written

F1
P(F)” j—

<

exp(-t2/2)  dt

-m 2X

where f = rj-~)lo.

(A5)

As explained above, the vahrcs of p and cs arc obtained from
the straight line fit to the data. The largest events arc given
greater weight than small flucnce  events in determining the
best straight line fit.
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Fig. 1. Yearly event  fluences for protons of energy >30 MeV versus
year relative to sunspc4  maximum.

Fig. 2n. Daily fhsence f >1 MeV protons versus time of occurrence
for evenis  exceeding 10~cm”~ over ihrce solar cycles.

Fig. 2b. Daily fhrence  f >3 MeV protons versus time of occurrence
for events exceeding 10;crn-~ over three solar cyclrx.

Fig. 3s7. Distribution of solar event fiuences for solar active years
between 1973 and 1991 for prot ns of energy >1 MeV for which daily

‘$’  S-1 sr-l.  straight  iine is the selectedaveraged flux e.xcceds  460 cm
lognorrnal  distribution.

Fig. 3b. Distribution of solar event ftuences for solar active years
between 1973 and 1991 for pro ons of e ergy >4 MeV for wtlich daily

-b -1 -raveraged flux exceeds 9.2 cm s sr . Straight line is the selected
Iognormal  distribution.

Fig. 3c. Distribution of solar event fluences  for solar ac~ive years
between 1963 and 1991 for prol ns of energy >10 MeV for which daily

-~ s-1 sr” 1. Straight  ]ine is the selectedaveraged flux exceeds 9.2 cm
lognormal distribution.

Fig, 3d. Distribution of solar event flrscnces for solar active years
between 1963 and 1991 for prot ns of energy >30 MeV for which daily

‘; S-l sr-l.  Straight line is tile selectedaveraged flux exceeds 1.0 cm
lognormal  distribution.

Fig. 3e. Distribution of solar event flucnccs for solar active years
between 1963 and 1991 for prot ns of energy >60 MeV for which daily
averaged flux exceeds 1.0 cn]-~  S-l sr” 1. Straight line is the selected
logrmrmal  distribution.

Fig. 4a. Flucnce  potability curves for protons of energy greater than 1
MeV for various exposure times.

Fig. 4b. Fluence  probability curves for protons of energy greater than 4
MeV for various exposure times.

Fig. 4c. Fluence  probability curves for protons of energy greater than 10
MeV for various exposure times,

Fig. 4ri. Fhrence probability curves for protons of energy greater than 30
MeV for various exposure times.

Fig. 4e. Fluence probability curves for protons of enwgy greater than @
MeV for various exposure times,

Fig. Sa. Distribution of daily proton fluences for solar active years
between 1973 and 1991 for protons of energy >1 MeV.

Fig. 5b.  Distribution of daily proton fhrcnces for solar active years
between 1973 and 1991 for protons of energy >4 MeV.

Fig, 5c. Distribution of daily proton flrrences  for solar active years
between 1963 and 1991 for protons of energy >10 MeV.

Fig, 5d. Distribution of daily proton flucnccs for solar active years
between 1963 and 1991 for protons of energy >30 MeV.

Fig. 5e. Distribution of daily proton fluence.s for solar active years
between 1963 and 1991 for protons of energy >60 MeV.

Fig. 1. Yearly event flucnces  for protons of energy >30 MeV versus year relative to sunspot maximum.

Fig. b. Daily flucnce  of >10 MeV protons versus time of occurrence for events exceeding 107 cm-2 over three solar cycles.

Fig. 2b. Daily fhrence of >30 MeV protons versus time of occurrence for events  exceeding 107 cm-2 over three solar cycles.



Fig. 3a. Distribution of solar event fhrenc  s for solar active years between 1973 and 1991 for protons of energy >1 MeV for
“-is-]  sr”l. Straight }ine is the selected  lognorrnal  distribution.which daily averaged flux exeeeds 460 cm

Fig. 3b. Distribution of solar event fhrences  for solar active years between 1973 and 1991 for protons of energy >4 MeV for
which daily averaged flux exceeds 9.2 cm-2 s-l  Sr-l. Skaig}it line is tile seleded  ]ognormal  distribution.

Fig. 3c. Distribution of solar event fluent s for solar active years between 1963 and 1991 for protons of energy >10 MeV for
.fs-l ~r-l. straight  line is U]e seleeted  lognorrnal  distribution.which daily averaged flux exceeds 9.2 cm

Fig. 3d, Distribution of solar event fluent s for solar active years between 1963 and 1991 for protons of energy >30 MeV for
which daily averaged flux exceeds 1.0 cm‘~s-] sr-l. Straight line is the seleeted  lognormal  distribution.

Fig. 3e. Dktribution  of solar event fhrenc  s for solar active years between 1963 and 1991 for protons of energy >60 MeV for
‘~ ‘1 sr-l. Straight line is the seleeted Iognormal distribution.which daily averaged flux exceeds 1.0 cm s

Fig. 4a, Fhrence  probability eun’es  for prdons  of energy greater than 1 MeV for various exposure times.

Fig. 4b. Fhrenee  probability rxsrves for protons  of energy greater than 4 MeV for various exposure times.

Fig. 4c. Fluenee  probability curves for protons of energy greater than 10 MeV for various expwure  times.

Fig. 4d, Fhrence  probability curves for prdons  of energy greater than 30 MeV for various exposure times.

Fig. 4e. Fluence  probability y curves for prdons  of energy greater than 60 MeV for varitnrs expomre times.

Fig. 5u. Distribution of daily proton fluences  for solar adive  years txtween  1973 and 1991 for protons of energy >1 McV.

Fig. 5b. Distribution of daily proton fluenccs  for solar  active years between 1973 and 1991 for protons of energy >4 MeV.

Fig. SC. Distribution of daily proton fhrences  for solar active years between 1963 and 1991 for protons of energy >10 MeV.

Fig. 5d. Distribution of daily proton fluences  for solar active years betw,een  1963 and 1991 for protons of energy >30 MeV.

Fig. 5e. Distribution of daily proton fluences  for solar active years between 1963 and 199] for protons of energy X0 hfeV.
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TABLE 1. Ftux Thresholds for Energy Ranges
—— —... .—

Energy Range, MeV Ftux Threshold, cm-2 see-l sr-l
>1 10
>4 5

>10 1
>30 1
>60 1

TAB L122. Parameters Used in Monte Carlo Calculation

Pararncter >1 Mev >4 Mev >10 Mev >30 Mev XXI Mev
— .

Mean, p 3.0 E9 1.3 E8 7.3 El 1.0E7 8.0 E6
Standard 0.61 0.96 0.97 1.10 1.07

deviation
of log, Cr

Range of >5 E8 >1 E7 >1 117 >1 E6 >1 E6
ftuence

Average 8.40 11.5 6.75 7.22 4.73
nun]her/
year

Number of 10.6 10.6 16.9 16.9 16.9
years

Total 89 122 114 122 80
number of
events

TABLE 3a. IWrence Values for the 10 Largest Events in the Range
Where Energy  >1 MeV

Year First Day Imt Day >1 MeV  Huence

1989 272 314 7.92E+1O
1989 225 251 4.O5E+1O
1978 113 130 3.43E+1O
1981 126 147 3.24E+1O
1989 66 3.23E+1O
1981 281 2!!?5 2.92E+1O
1991 68 102 2.5 OE+1O
1978 44 51 2.4 OE+1O
1982 325 357 2.2OE+1O
1989 331 340 2. O7E+1O

Re.ad7.92E+10 as 7.92.x1010. Values arein 1010 cro-2.11iese data
cover day 270 of 1972 through day 126 of 1991.

~/@].~3b.  ~luence  Vahresfor  theloI.argestE  vcnL$intlleRange
Where Energy >4 MeV

Year

1989
1989
1978
1978
1991
1981
1989
1978
1989
1981

First Day Last Day.—
292 313
225 249
112 129
266 271
82 90

281 294
272 282
44 49

331 338
126 147

>4 hfeV I~luence

24.80E+9
1300f3+9
7.31E+9
6.39E+9
6.21E+9
5.87E+9
5,69E+9
5.33E+9
4.69E+9
4.231?+9

Read 24.813+ 9m24.8x  109. Values arein 10’0cn]-2. ll]ese  data
cover day2700f  1972 ttirough day 1260f  1991.



TAlll.E 3c. Fhrence  Values for the 10 I.argest Events in the Rrmge
Wtrcre Energy> 10 MeV

Year First Day Last Day >10 MeV Fluence

1989
——

292 313 13.1OE+9
1972 201 233 11.30E+9
1989 225 249 6.89E+9
1989 272 288 3.41E+9
1991 82 98 3.23E+9
1978 266 271 2.88E+9
1978 107 129 2.42E+9
1969 89 113 2.30E+9
1981 281 294 2.06E+9
1971 25 30 1 .49E+9

Read 13.1 E+9as 13.1 x109. Valrres arein 1010 cnl-2.71rese data
cover day 331 of 1963 through day 126 of 1991.

TABI.133rf. lWenceVa  hresforth  elOIargestEv  entsirrtl]eRange
Where Energy >30 MeV

Year First Day Last Day >30MeV  Huence

1972 173 232 ‘- 50.20E+8
1989 292 311 47.30E+8
1989 225 244 18,1OE+8
1989 272 282 12.901;+ 8
1991 82 89 7.59E+ 8
1978 266 269 4.31E+8
1 9 8 1 281 291 4.151X8
1984 116 122
1971

3.60E+8
24 29 3.41}3+8

1978 118 123 2.471?+  8

Re.ad50.2E+8  as50.2x 108. Values arein 1010  cn]-2.1hese  data
cover day 331 of 1963 throughway 1260f  1991.

lABI.E3e.  Huence Vahresf  orthel OI.argestE  ventsirrt heRange
Where Energy >60 MeV

Year First Day Iast Day >60MeV FIuence

1989 292 307 2960Ei  8
1972 216 222 16.80E+8
1989 225 243 8.281?+8
1989 272 280 7.01E+8
1991 82 88 3.60E+8
1981 281 291 2.33E+8
1978 266 269 2.20E+8
1978 118 123 1.53E+8
1990 134 134 1.27E+8
1989 334 336 1.001!+8——

Read 29.6E+8as  29.6x 108. Values arein 1010  cnl-2.11]ese  data
cover day 331 of1963throug hday1260f 1991.



TABLE 4. Flrrence Values for 80% and gs~. Confidence bvels  for a
2-Year Exposure for JPL 85 and 91 Models

Energy Range, MeV Confidence Level JPL 85 JPL 91
>1 80% . . . 1.9E11
>1 95% . . . 2.9 El 1
>4 80% . . . 4.0 Ho
>4 95% . . . 1.OEII
>10 80% 2.5 E1O 1.3 J?lo
>10 95% 7.73310 3.8 EIO
>30 80% 5.0 E9 3.6 E9
>30 95% 15E9 11.0E9
>60 80% . . . 1.5 E9
>60 95% . . . 5.0 E9

TABLE Sa. Fluence  Values for the 10 Highwt Fluence  Days in the
Range Where Energy >1 MeV

..—
Year Day >1 MeV FIuence

1983 35 1.65E+I0 —
1978
1989
1978
1979
1989
1978
1991
1989
1981

45
293
120
158
226
121
83
72

287

1.47E+1O
1.46E+1O
1.37E+1O
1.36E+ 10
1.35E+1O
I.32E+1O
1.29E+I0
I.28E+1O
1.23E+ 10

Read 1.65 E+10as 1.65 x1010 .Values arein 1010 crn-2.1hese data
cover day 270 of 1972 through day 126 of 1991.

TABLl151~.  llrenceV  ahresfo  rthelOHi ghcstFl  uenceDaysintI)e
Range Where Energy >4 MeV

Year Day >4 MeV Fluence
_— —-— .— ._-— ——. — .  ———  ——. —

1989 296 5.85E+9
1989 225 5.83E+9
1989 293 5.29E+9
1978 3.97E+9
)978 ::7 3.91E+9
1989 273 3.29E+ 9
1990 83 3.1513+9
1989 335 3.14E49
1989 297 3.13E’t9
1988 77 3.07E+9

Read 5.851i+9as  5.85 x109. Values arein  1010 cnl-2. Tl]ese data
cover day 270 of 1972 through day 126 of 1991.



TABLE SC. Fhsence Values for the 10 Highest Fluence Days in the
Range Where Energy >10 MeV

Year Day >10 MeV Fluence

1972 217 5.45E+9
1989 225 4.09E+9
1989 296 3.51E+9
1989 293 2.91E+9
1972 218 2.41E+9
1989 273 2.06f3+9
1978 267 2.03E+9
1972 221 1.93E+9
1989 298 1.5813+9
1989 295 1.4611+9

Read 5.45E+9  as 5.45 x 109. Values are in 1010 cnl-2. Ilese data
cover day 331 of 1963 through day 126 of 1991.

TABI.E 5d. Ilrence Values for the 10 IIighest Fhrence Days in the
Range Where Energy >30 MeV

Year Day >30 MeV Hucrrce

1972 217 38.50E+8
1989 293 12.40E+8
1989 225 11.80E+8
1989 296 1 ] .50E+8
1989 273 7.65E+ 8
1989 295 6.74E+8
1972 218 6,35E+8
1989 298 4.8113+8
1989 2 9 7 3.70E+ 8
1989 294 3.55E+8

-——. .-. — .——

Read 38.50E+8as  38,50 x108. Values arein  1010 cnl-2.11mse data
cover day 331 of 1963 throughway 1260f  1991.

TABLE Se. Fluenoe  Values forthelOJIighest  13uence  Days in the
Range Where Energy >60 MeV

Year Day >60MeV  Fluence

1972 217 14.90E+8
1989
1989
1989
1989
1989
1989
1989
1989
1989

293
296
225
295
273
298
292
294
272

9.42E+8
5.64E+8
5.05E+8
4.07E+8
3.97E+8
2.81E+8
2.44E+8
2.3413+8
2.06E+8

Read 14.9011+8ss  14.90 x108. Vahres arein 1010 crrl-2.11ese data
cover day 331 of 1963 through day 126 of 1991.



7514 Energetic Particles
INTERPLANETARY PROTON FLU13NCE  MODEL: JPL 1991
J. Fcynman,  G. Spitale, J. Wang (Jet Propulsion Laboratory, California Institute
of Technology, Pasadena, California 91109)
S. Gabriel

We describe an updated predictive engineering model for the interplanetary
fluence  of protons with cncrgics >1, >4, >10, >30, and >60 McV. This has
been the first opportunity to derive a model from a data set that has been
collected in space over a long enough period of time to produce a valid
sample of solar proton events, The mode] provides a quantitative basis for
estimating the exposures to solar protons of spacecraft during missions of
varying length and of surfaces and atmospheres of solar systcm objects, It is
derived from the set of data colkctcd  by the IMP and OGO spacecraft between
1963 and 1991. The >10 and >30 McV data sets cover the period from 1963
to day 126 of 1991. The >1, >4, and >60 McV data sets were collected
bctwccn  1973 and 1991. Both data sets contain several major proton events
(>1 O-MCV fluences exceeding 3 or 4 Y 109 protons/cm2)  comparable to the
1972 event, The method of statistical analysis used in producing the model of
the proton environment is the same as that used for earlier models. For the
cases of the >10 and >30 MeV particles, the flucnccs  arc somewhat 10 wcr than
in our earlier model (JPL 85), No >1, >4, and >60 McV proton flucncc
models have been published in the literature previously. We present our
results in a convenient graphical form which may bc used to calculate the 1
AU flucnce cxpcctcd at a given confidence ICVC1 as a function of the length of
the exposure. A rncthod of extending this estimate to other heliocentric
distances is dcscribcd, (Energetic Partic]cs)


